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Determining a word’s accurate meaning in each context is known as Word Sense Disambiguation (WSD)[1],
and it is one of the most significant problems in Natural Language Processing (NLP)[2]. This undertaking
is particularly challenging for low-resource languages like Sesotho sa Leboa since there are few annotated
corpora and linguistic resources available for them. This study explores the application of many transformer-
based and deep learning models for WSD in Sesotho sa Leboa, with good results despite the language’s re-
source constraints. This study employs a variety of deep learning architectures, including transformer-based
models such as Recurrent Neural Networks with Long Short-TermMemory (RNN-LSTM), Bidirectional Gated
Recurrent Units (BiGRU), and an LSTM-based Language Model (LSTMLM), as well as models like DistilBERT
with Naive Bayes (DistilBERT & NB), DeBERTa, T5, and ALBERT[3][4].

The study makes use of the unique hardware characteristics of the T4 GPU to improve and optimize the run-
time of deep learning language models, especially big transformers. The purpose of the NVIDIA T4 Tensor
Core GPU is to speed up deep learning and machine learning operations. It works especially well for training
and inferring big language models. Every phase entail making efficient use of software optimizations in addi-
tion to comprehending and utilizing hardware features. The BiGRU model outperformed other deep learning
language models with an accuracy of 79%, demonstrating the effectiveness of bidirectional processing effec-
tively capturing contextual information. With an accuracy of 70%, DeBERTa beat the other transformer-based
large language models to enhance pre-training techniques that prioritize spatial and contextual embeddings.
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