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Many important HPC applications are communication-bound and/or I/O-bound. These applications depend
on efficient inter-process communication and I/O operations, hence, network interference can cause signifi-
cant performance degradation. Unfortunately, most modern HPC systems use the same network infrastruc-
ture for both MPI and I/O traffic, with multiple jobs sharing the system concurrently. The scarcity of studies
that investigate the interference between MPI and I/O jobs leaves us with only a vague understanding of
how these types of traffic interact with each other; the interference characteristics are not well explored and
neither are the strategies for avoiding this interference in order to improve performance.

In this talk, we discuss the important characteristics of the interference between I/O and MPI traffic on fat-
tree networks, exposing the impact of factors such as message size, job size, and communication frequency on
the resulting interference. We show the extent to which MPI traffic is more sensitive to interference than I/O
traffic on a fully provisioned fat-tree network, and we categorize configurations that can cause even an I/O job
to be slowed by 1.9X due to interference from MPI traffic. This work has pinpointed the most significant aspect
of the performance trends: the I/O-congestion threshold. This threshold refers to the frequency of sending
I/O requests when MPI jobs start experiencing detrimental performance degradation due to I/O interference
while, simultaneously, I/O traffic becomes relatively insensitive to MPI interference.

The insights gained from the interference characterization can be used with knowledge of the network topol-
ogy to mitigate the effects of this inter-job interference on application performance. Our work shows how
careful placement of jobs and I/O servers can, independently, mitigate interference. Additionally, I/O throt-
tling can be guided by the I/O-congestion threshold to improve MPI performance by up to 200% while incurring
only a 18% slowdown in the I/O performance.
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