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TensorFlow is the system driving Google’s ML efforts. Many components make up this system, including
a sophisticated user-friendly development environment, highly optimized language features and compilers,
ultra-high performance custom chips called Tensor Processing Units (TPU), and scalable deployment on the
world’s devices. TPU pods may well eclipse traditional performance boundaries of the top HPC systems at a
much lower cost. We will review TensorFlow’s SW and HW environment, which begs the question of how
usable it might be for HPC.
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