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HPC content
The absolute and relative position of processes in a compute node can often affect the performance of a parallel
application.

The default layout of processes (affinity) is often sufficient for optimal performance. However, with complex
coding parallelism, such as hybrid computing, and the diversity in compute node configurations, it may be
necessary for the application user to control affinity for a particular platform.

After reviewing the basics of kernel scheduling (how affinity masks work), different methods for controlling
and viewing where processes can run will be explored (for pure OpenMP, pure MPI, and hybrid applications).
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